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Consider a random variable Az, = x; —x;_1, representing the variation of the
stochastic quantity x; at the discrete time step ¢t. Within an ARCH scheme,
Ax; is defined as,

Az, = oy 1y, t>1, (1)
where o; is a t—dependent standard deviation of the process and 7, is a
random number drawn from a normal distribution (zero mean and unit vari-
ance). For a simple ARCH process (Engle, 1982), the variance o2 in Eq. (1)
obeys the recursion relation

ol =a+b(Ax,_ )%, (2)

where a and b are positive constants. To start the recursion relation one can
take Axg = 0. It is known that Ax; has a probability distribution function
(PDF) which decays as a power law at the tails,

P(Ax) ~ Az |Az|foy > 1, (3)

where o = <ai>1/ ? (see below). The power-law exponent « is a function of
the parameter b alone obeying [P79],
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b—a/zzlr<1+o‘>, (4)
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where I'(z) is the Gamma function. From the latter relation one sees that

P(Ax) enters the Lévy regime (0 < o < 2) when b > 1. Indeed, v = 2 when

b =1, as can be easily seen from Eq. (4). Note that the ARCH variable Az,

has vanishing autocorrelation for finite time lags, i.e.

<ALL’[ASL’m> = <O’i> 5g7m, (5)

where the ARCH mean variance (03) can be obtained directly from Eq. (2)
yielding

IS

(o) = . ©)
Note that (03) — oo when b — 1~.

The generalization of Eq. (2) to an arbitrary exponent ¢ > 0 of the form,
o = (a+0b Az )1, (7)

has been discussed in [P79].
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